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Abslracl-ln this paper, we propose new image features called
perceptual colour features. The features are based on twenty
basic colours call€d emotional colours, which are used to describe
the relationship between colours and emotions in psychological
studies. We analyzed a colour image in L*a*b* and L*C*h colour
spaces to link to emotions. Then, the pcrceptual colour features
are derived from the histogram of the twenty emotional cotours.
We have demonstrated effectiveness of the perceptual colour
features with an emotion based image retrieval application.
Experiments were performed on a set of impressive natural scene
images. The retrieval results were analyzed by both objective
evaluation and subjective evaluation. The results revealed that
the proposed percepturl colour features outperformed the
conventional colour histogram features both in terms.of.precision
and consistency with users' perception.

Kelmords-emotional colour; colour leatures; alfeclive fealures;
emotion based image retrieval

I. INTRODUCTIoN

Due to the increasing ofcomputer storage capacity and the
massive amount of information including images, available on
the Internet, image retrieval becomes one ofresearch areas that
is widely studies. Content based image retrieval (CBIR) is a
type of image retrieval that is used to search for images based
on low-level features. Colour is one of the popular features
used in many CBIR systems, for example, in QBIC system
(199s) il1, Photobook (1996) [2], VisualSeek (1996) [3],
SIMPLIciTy (2001) [4], the search engine in [5] (2010), etc.
However, there are some limitations such as low-level features
cannot capture high-level semantics of an image that users
require. After a few years later, there are some progresses in
this research area, for example, Colombo et al. [6] proposed a
method of art painting image retrieval by using rules to
transform low-level information, e.g. colour, to emotional
semantic phrases. Wang and Yu [7] introduced an emotional
semantic query model with image segmentation technique to
describe image region with emotional semantic words. Hun-
Woo Yoo [8] proposed a technique of image retrieval based on
colour, grey tone, and texture features with user's feedback to
generate emotional descriptors. Later, the more sophisticate
techniques have been applied to emotion based image retrieval
research area [9-17]. However, this research area is at the
beginning stage. We still need more studies and investigations
to get the more satisffing results. In this paper, we proposed a
new set of colour features by utilizing the models representing
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relationship betweeri colours and erhotions. The models alc
adopted from the psychological studies which support the idea
that colour information in an image is a visual media that can
express feeling and emotional semantic to the viewers.

This paper is organized as follows. Section I provides briel
introduction. Section II introduces some background ofcolour-
emotion relationships. Section III explains details of the
perceptual colour feature extraction. Section IV explains details
of an application to emotion based image retrieval. Secl.ion \/
discusses experimental results. Finally, Section VI concludes
this work.

II. COLOUR.EMOTIoNRELATIoNSHIP

Colours and emotions have been studied for a long tinrc
[8-20]. Colour information can affect our perceptions and
emotional reactions, and can influence our attitude. Several
sfudies have provided evidence of relationihips betwer:rr
colours and emotions. The term "colour emotion" relers to
relationships between colour and viewer's emotional response,
Colour emotions can be described as emotional Geling or'

emotional words such as warrn, cool, soft, hard, etc. On the
other hand, the term "emotional colour" refers to the colour'
that related with human emotional feeling. Ou et. al. ha<l

investigated the relationship between colour emotion and
colour preference basdqr.tsrcnty emotional colours [l 8]. 'l'h<:

emotional colours were selected from the NCS colour Atlas.
The specification of the twenty emotional colours in L'a'b'
and, L C & colour models is summarized in Table I. Note that
the L*a*b*, L*c*h, are the common colour models used it)
colour image analysis relating to human perception. In {his
paper, we investigate the possible usage of the twenty
emotional colours to construct image features called
perceptual colour features to use in emotion based ima11e

retrieval applications.

III. PERCEPTUALCoLoUR FEATURES

This section describes our proposed features. The procedure
of the perceptual colour feature extraction consists of {he
following steps:

l) Colour Transformation
An input image is converted
representation to CIE L'a'b'
representation.

from RGB colour
and L'C'h colour
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2) Emot ional Colour Categorization
Each pixel in the resultant image from Step l) is labeled
with an emotional colour number (by using colour
number: 1,2, ...,20 in Table I) that has the least value of
CIE delta E measurement, Eq. (3), [21]. The delta E'is
the difference between colour ofa pixel in an image and
an emotional colour, which is measured in the l'a'6'and
Z'C'lr colour spaces.

3) .Emotional Colour Histogram Construction
An emotional colour histogram of the resultant image
obtained from Step 2) is constructed by counting the
number' of each of emotional colours existing in the
image,.Eq.(l), i.e., all pixels in the image ar6 grouped
into 20 bins of histogram.

h,: Number of pixels labeled with i . (l )

where j is an emotional colour number , i=|,2, ...,20.

4) Histogram Normalization
The emotional colour histogram in Step 3) is normalized
with image size to generate a perceptual colour feature
vector which consists of 20 elements: V : [v;], where v, is
the feature value ofthe emotional colour i as defined by
Ec.Q).

vt: htl Gmaie width x image height) (Z)

The CIE delra 4-which is used for comparing similarity of
two colours in L'a'b'and I'C'& colour rpr."r,"ir defined in
terms of the differences of lightness, chroma, and hue aS

shown in Eq.(3).

LE ((L',, ai, bi, C," h,), (L'.,, a,, b;, c i" h j )) =

LH' = z"{ c'!, sin(o.s m') (6)

IV. APPLICATIoN To EMoTION BASED IMAGE R.ETITIEVAI-

To show effectiveness of the proposed perceptual ooltlr.
features, we have applied them to an application tp t:nrofiorr
based image retrieval by query image as detailed in t.he.

following sub-sections.

A. Image Data

Image retrieval experiments are performed on nahrral sc.ene
images (size: 256x256 pixels) which are classified into two
groups: Data Sel I for objective evaluation, and, Data Set 2. for
iubjeclite-eialniatioi'. The imales have a variety of c-olorrr
tones which can express diflerent feelings to the r,rr.ra,er :,.

Some image samples are showr in Figure l. The details aie as

follows:

I ) Data Set I : Image Samples for Objective Evaluation
The image samples used.for objective evaluation arc nal.urai

scene images that can be roughly classified by colour [ot)e.s ar:

follows:
(i) Similar-tone.' a group of images that only one {orre of

colour is dominated, for example, green, red, blue, r:1r:.

(ii) Mixed-tone: a grgup of images that more than one f.one
of colour are dominated, for example, red-green, yellow-
green, orange-green-blue, etc.

We use 120 similar-tone images and 250 mixed-tone images
to generate a set of similar images for objective evaluation.
Each image is used as original image to create one relcvanl
image set by using the following digital image proc.essrl,H
techniques:

(l) Enlarge image size
(2) Reduce image size
(3) Convert from BMP to GIF format
(4) Segment an original image at top-left position
(5) Segment an original image at rop-right posirion
(6) Segment an original image at bottom-left position

l[#)'.[#)'.(#)']"' 
(3)

L ."(#)(#) l
where (L',,a', ,bi ,Ci ,n, \,(L',,a,,b,,C j' ,h i\ are colour data
of a pixel in the considered image and an emotional colour
respectively, represented in the L'a'b' and Z'C'D colour
spaces. AIl', LC', L.L' are CIELAB colour difference values in
terms of hue, chroma, and lightness respectively. K1, K6, and
,(r, are constants (usually are ones).

The differences of lightness (Z'), chroma (C'), and hue (a',
b, h) can be calculated by Eq.(a), Eq.(5) and Eq.(6)
respectively, which involve many factors (see details in t2ll).

M'= ti - t,
nC'=C'r -Ci

(4)

(s)

TABLE I. THE EMOtIoNAL CoLoURs SPECIFICATIoN

(L*, a*, b', C', h)

r 5.7, 0.3,
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(7) Segment an original image at bottorrright position
(8) Segment an original image at the center of the image.
Therefore, one original image will have eight similar images

called a set of relevant images. For the_irnages that some
important cues or part ofobjects in the images are deleted due
to the techniques used, those images are not used in the
experiments. Consequently, we. obtain 960 similar-tone
images, and 400 mixed-tone images, totaling 1,360 images for
objectiv-e evaluation. Every image is used as a query image.
Note ttht the case of perfect retrieval m"uns ull of ei!'trt
relevant-images are appeared as the top eight retrieval results.

2) Data Set 2: Imgge Samples for Subjective Evaluaiion
.. For subjective evaluation, we perform experiments on 2,000
naturai images, and ll0 images are used ai query images. AII
images have size of 256 x 256 pixels. There aie two scenarios
of query.images. Examples are shown in Figure 2.

Scenario-l: the same query image set is usedfor all
. participants to query the system.

Scenario-2: the diferent query image set is usedfoi each
participant to query the system.

#*WffiW:l':.
ffiM,MW

Figurel. Examples ofimages used in our experiments.

@) Scenario-2

Figure 2. Example of Images Used to euery the System for Subjective
Evaluation.

B. Image Similarity Measure

The similarity between the query image and each image in
the database is computed. The retrieval image results are
showed and ranked by similarity values in descending order.
We have investigated on a number of similarity measures such
as cosine similarity, Euclidean distance, histogram intersection

distance, and quadratic distance. We found thal lhe most
effective one is the histogram intersection distanco. It is
defined by Eq. (7).

f min(cqtil,cotil)
Dtnnr",;on(Q'Dl = t- r=l 

;; ;: i
minl)crtil,I.rt,tl

. Lr=t i=t J

where Cp is the perceptual colour feafures of d.qlrer.1, i;112g1.
(Q), and Co is the perceptual colour featirres of an inrap,r. in the

. database (D), i is an emotional colour number. The IeatuL.es arc
computed as explained in Section III.

C. Evaluation

We have uied both subjective and objectivc nrethoris t:o

evaluate performance ofl the proposed features with arr irn,r1'"
retrieval application. An obj ective evaluation is rat her. ri i I ficrr It,
however, we have adopted image processing lechnirlues to
generate a set of appropriate image samples lor tcsting as
detailed below.

(l) Objective Evaluation' Data Ser / is used for objective evaluation. AII 1..J60
images are used 19 query thq system. 'l'he r.etr.ieval
performance.is measured by using the average pret:ision
value of all query images. For &ch query irrage.7, {.he

precision (Pi ) of the top eight retrieval re-sul{s is
calculated by Eq.(8).

Pt= Ni*100t8 (B)

where N, is number of correct retrieval imagc.s (thcr
relevant images of the query imageT as explained in

Section IV-A) from rank #l to #8.

(2) Subjective Evaluotion
Data Set 2 is used for subjective evaluation. ')'irorc. are
2,000 images stored in our database. Querry inragcs iu.e.

arranged into two scenarios. Scenario-l; A s(I of le.n
query images is used by all ten participants. St:r:rrarlo-2:
ten diflerent sets of ten query images are uscrl b\, {t-rn

participants. There are totally I l0 query images used in
this experiment. The participants considered orr the top
ten image retrieval results, and then assessed the
consistency scores between a query image and re{:rierral
result images by using five levels of consisteucy scr,re
(5=Very good, 4:Good, 3:Average, 2=Minimal, arrrt
l=Poor). The participants assessed the consistency of
the retrieval results two times.
(i) At the first time, the participants assessed reliierral

results by considering each ofthe retrieval irrrages
comparing with the query inuge, one by onc irLage.

(ii) At the second time, the participants assessed
retrieval results by considering ovcrall {o1_r ten
retrieval images comparing with a quer.y inta1,,c one

(7)
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at a time.
The average consistency scores are calculated from the

. 
consistency scores obtained from all participants.

V. RESULTS AND DISCUSSIoNS

This section show results from objective evaluation and
subjective evaluation with some discussions.

A. Objective Evaluation Results

The objective evaluation is performed by using precision
as explained in Section IV. The average preiision rate of
retrieval results by using the proposed. perceptual colour
features were remarkably higher than those of the
conventional colour histogram features both for similar_tones
dnd mixed{one images as summarized in Table II. Examples
of retrieval results are shown in Figure 3 and Figure-4 foi the
proposed perceptual' colour features and the conventional
colour histogram features respeciively. The proposed features
can retrieve 7 correc[.images (#l to #7) from g relevant
images'ys: 5 correct retrieval images by using the conventional
features. Even there ,rre some irrelevant retrieval results from
the proposed method, for example, image rank #g in Figure 3,
but it looks much mord: similar to the query image thin the
three irrelevant retrieval results from the conventional method,
(see image rank #5, #7i#8 in Figure 4). These results clearly
demonstrate effectiveness of the proposed fq4turqg.

B. Subjective Evaluation Results

For subjective evaluation by using Data Set 2 (see Section
IV), we obtained the average consistency scores of top ten
irnage retrieval results as summarized in Table III for
Scenario-l: using the .same set of query images for all
participants, and Table Iy for Scenario-2: using the different
query images for each of the participants. The average
consistency scores of the proposed method were at a good
level, more than 4 out of 5 points, while the average

. consistency scores ofthe conventional method were at a lowlr
level, less than 4 out of 5 points. In addition, we can see that
the average consistency scores from the consideration overall
image retrieval results are higher than those of the
consideration retrieval results image by image.

C. Retrieval Image Results

Examples of retrieval image results from the proposed
method and the conventional method are shown in iigure 5
and Figure 6 respectively. It apparently shows that the
proposed method can give the retrieval results that more agree
with our visual perception than the ones from the conventional
method. The top six retrieval results in Figure 5, in particular
the retrieval image #4, 5, 6 look more similar to th. qu"ry
image than the ones in Figure 6. The average consistency
scores of the top six retrieval results in Figure 5 vs. Figure 6
are significantly different, 4.10 vs. 3.73. Moreover, two
scenarios of experiments give the same approximate value of
average consistency scores (4.16 vs. 4.0g) even though in the

Scenario-2, we used the different query image set fbr each of
participants. The experimental rlsuits iniiczrreri {hat the
proposed perceptual colour feahrres have r.obusi.rress with
query images of natural scenes to some degree.

TABLE ll. RETRTEVAL REsuLTs FRoM OBJEcnvE EVALUATTON

Method
Precision of retrieval r

Similar-
tone

Mixed-
tone

Proposed method

(yiilg pgryqpturt . .

colour features)

78% 99%

Conventional method

using colour histosmm
96%

Figure 3. Example ofTop Eight Image Retrieval Results fiom Data Set I by
Using the Proposed Perceptual Colour Fatures

esult

t'735



:.

Ouerv image

Retrieval Results

Rank #l M Rank #2 M

Rank.#3 M Rank ll4 EI Rank #5 I

!r.l; .i.i:.i";;:f , (jt

Rank #6 EI Rank #7 I . Rahk#8 I "-"

Method
Average consistency score

Image by

imape

Ovemll Average

Propo*d method

(using perceptual

colour feature)

4.09 4.22 4.t6

Conventional method

using colour histogram

3.87 3.98 3.93

Figure 4. Example ofTop Eighr lmage Retrieval Resulrs from Data Set I by
Using the HSI Colour Histogmm Fatures.

TABLE lll. RETRIEVAL REsuLTs FRoM SUBJECTTVE EVALUATToN By
USTNG SENARIO_I QUERY IMAGES.

Querv image

Retrieval Results (average consistency score = 4:10)

Rank #l Rank #2 Rmk #3

Rank #4 Rank #5 Rank ti6

Figure 5. Example ofTop Six Retrieval Results from Data Set 2 by Query
Image Using the Proposed Perceptual Colour Fatuies.

Query image

Retrieval Results ( averaqe consistency score = 3.73)

Rank #l Rank #2 Rank #3

Rank #4 Rank #5 Rank fi6

Figure 6. Example of Top Six Rerrieval Results From Data Set 2 by euery
Imge Using the HSI Colour Histogram Features.
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' Vl.. CoNcr-usroNs

In this paper, we have proposed the perceptual colour
features derived from the emotional colouf.of coiour-emotion

...rnodels.. ..We.....had.....dernonstrated... their. usefu lness with an
application to emotion based image retrievdl on natural scene
image domain. Results were evaluated by both objective and
subjective evaluation methods. For objective.evaluation,
experiments were performed on 1,360 natural scene images.
The average precision rate ofthe proposed method was gg.5%
which was higher than that of the conventional method,
86.5%0. In addition, even there were some irrelevant image
retrieval results from the proposed method, but such images
looked much more similar to the query image than the resulti
from the conventional method.

For subjective evaluation, experiments were performed on
2,000 natural scenb images with two scenarios of query
images..The top ten image retrieval results were assessed by
ten participants. The higher average consistency scores were
obtained: 4.16 vs. 3.93 points out of5 points for Scenario-l
(using the same set of query images for all participants), and

{,!-8 vs. 3.87 points out of 5 points lor Scenario-2 (tsing
different set ofquery images.for each ofparticipants) from the
proposed method vs. the conventional method.

The results indicate that the- proposed method performed
significAhfli;'bettbr than the conventional method, and yield
the retrieval image results that are consistent with users'visual
perception at a higher level.
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